Abstract—Superdirective beamforming has attracted a significant amount of research interest in speech and audio applications, since it can maximize the directivity factor (DF) given an array geometry and, therefore, is efficient in dealing with signal acquisition in diffuse-like noise environments. However, this beamformer is very sensitive to sensor self-noise and mismatch among sensors, which considerably restricts its use in practical systems. This paper develops an approach to superdirective beamforming based on the Krylov matrix. We show that the columns of a proposed Krylov matrix, which span a chosen dimension of the whole space, are interesting beamformers; consequently, all different linear combinations of those columns lead to beamformers that have good properties. In particular, we develop the Krylov maximum white noise gain and Krylov maximum DF beamformers, which are obtained by maximizing the WNG and the DF, respectively. By properly choosing the dimension of the Krylov subspace, the developed beamformers that can make a compromise between reasonable values of the DF and white noise amplification. We also extend the basic idea to the design of the Krylov maximum front-to-back ratio, parametric superdirective, and parametric supercardioid beamformers.

Index Terms—Directivity factor, front-to-back ratio, hypercardioid, Krylov matrix, microphone arrays, robust beamforming, superdirective beamforming, supercardioid, white noise gain.

I. INTRODUCTION

In voice communications and human-machine interfaces, the signal of interest (or desired signal) picked up by microphones is inevitably contaminated by unwanted interferences and noises, such as additive noise, competing sources, and convulsive noise. This problem has been intensively investigated over the past few decades. Many approaches have been developed [11]–[8] and most of which involve the use of microphone arrays. Consequently, the design of microphone arrays and the associated processing algorithms have attracted a significant amount of interest in the literature [4], [9]–[16]. Besides the selection of sensors and array geometry as well as the design of multichannel analogue-to-digital (A/D) converters, the critical component of a microphone system is the so-called beamforming [17]–[20], which basically forms a spatial filter that is able to extract signals from a certain look direction while suppressing signals and noise from other directions. Many beamforming algorithms have been developed so far, such as the delay-and-sum (DS) [21], [22], filter-and-sum (FS) [2], [23], superdirective [1], [24], [25], differential [26], [27], [29], [30], and adaptive beamformers [2], [9], [23], [35].

The core issue of beamforming is to determine the coefficients of the beamforming filter, which are applied to the microphones’ outputs. Depending on how these filters are designed, beamforming algorithms can be categorized into two fundamental classes: fixed and adaptive. The former maintains a fixed spatial response (beampattern) once the array is deployed, which is independent of the array observation data [27], [31], [32]. The representative beamformers in this class include the well-known DS, superdirective [1], [3], [25], [33], and differential ones [26], [27], [29], [30]. In contrast, adaptive beamformers update their coefficients according to either the array outputs or the noise statistics, so their beampatterns vary with the environment. Popular algorithms in this category include the minimum variance distortionless response (MVDR) [2] and linearly constrained minimum variance (LCMV) filters [9], [23], [35]. Generally speaking, adaptive beamformers can be more efficient than fixed ones in suppressing noise and reverberation. However, the estimation of the signal and noise statistics plays a paramount role in their performance. If those statistics are not estimated accurately, the estimation errors can cause desired signal cancellation and distortion. In many applications, fixed beamformers are very attractive because of their performance stability and also low computational complexity and ease of real-time implementation since their filters’ coefficients can be pre-calculated and loaded into the system. This paper focuses on fixed beamformers with small-size microphone arrays.

With small-size microphone arrays, one of the most critical issues is how to deal with signal acquisition in reverberant environments where a large number of reflections tend to form an acoustic field that is close to a spherically isotropic (diffuse) noise field (noise with equal energy that propagates from all directions). In this scenario, two evaluation measures are important: the directivity factor (DF) and the front-to-back ratio (FBR). The superdirective beamformer is generally derived by maximizing the DF [11], [34], [36], [37]. Besides achieving the maximum value of the DF, another great property of the superdirective beamformer is that its beampattern is frequency invariant, which makes this beamformer appropriate for processing acoustic and audio signals whose frequencies may range from a few Hz to more than 20 kHz. However, this beamformer is very sensitive to array imperfections which considerably restricts its use in practical systems [33], [38]. A good measure of this sensitivity is the so-called white noise gain (WNG) [27], [28]. A
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negative value (in dB) of the WNG means white noise amplification. For the superdirective beamformer, the WNG can be very low at low frequencies, indicating significant white noise amplification at those frequencies.

When the microphone array spacing is small, it has been shown that the superdirective beamformer corresponds to the hypercardioid since the latter is, by its own definition, obtained also by maximizing the DF [27]. In some applications, it is more interesting to maximize the FBR, which leads to a beamformer with a supercardioid pattern. This beamformer, however, also suffers from significant white noise amplification but somewhat less than the superdirective beamformer. Therefore, how to achieve a relatively high DF (or FBR) with a reasonable WNG is an important issue regarding the design of superdirective and supercardioid beamformers.

Much research has been conducted in the literature to deal with the problem of white noise amplification. One of the most used solutions is the so-called regularized superdirective beamformer [17], [30], [33], [39], which introduces a WNG constraint to improve robustness. The performance of this beamformer is controlled by a regularization parameter [17]. While it can improve the beamformer’s robustness with respect to array imperfection, how to find a proper value of the regularization parameter is not a trivial issue as it is frequency dependent. Moreover, regularization makes the beam pattern and DF of the superdirective beamformer change with frequency, which can lead to signal distortion when applied to broadband acoustic and audio signals. Alternative approaches were also developed to deal with the problem of white noise amplification [40]–[43], such as the probability based, nonlinear optimization based, combined [44], and subspace beamformers [45]. The work in [44] combines the regularized superdirective beamformer and the DS one, resulting in a robust regularized superdirective beamformer, which can make a performance tradeoff between the DF and the WNG. In [45], the problem of superdirective beamforming is expressed with a joint diagonalization method and a subspace superdirective beamformer is derived, which achieves a compromise between a high value of the DF and a proper level of white noise amplification.

Despite the efforts that have been made, white noise amplification remains a challenging problem for superdirective beamforming. Further study is indispensable. In this paper, we investigate the problem of white noise amplification in superdirective beamforming based on the Krylov matrix [46]. The Krylov matrix [46], which is in relation to the eigenvalues of large linear systems, has a great potential in beamforming. There has already been some discussions on the application of this matrix in adaptive beamforming. For example, the work in [47] analyzed the performance of the Krylov subspace-based dimensionality reduction for adaptive beamforming. In [48], the orthogonal Krylov subspace was used in a reduced dimensional subspace to estimate the steering vector mismatch. In [49] and [50], the orthogonal Krylov subspace was used in deriving robust adaptive beamformers. In this paper, we show that the columns of a proposed Krylov matrix, which span a certain dimension of the entire space, are interesting beamformers. For instance, the first and last columns correspond to the well-known DS and superdirective beamformers, and the other columns are beamformers that can make a compromise between the WNG and the DF. Different linear combinations of the columns of the Krylov matrix can form many beamformers with interesting properties. In particular, we propose the Krylov maximum WNG (KMWNG) and the Krylov maximum DF (KMDF) beamformers, which can compromise between the DF and the WNG by adjusting the dimension of the Krylov subspace. We also extend the basic idea to the design of the Krylov supercardioid, parametric superdirective beamformer, and parametric supercardioid.

The major contributions of this paper are as follows. 1) It presents an approach to the design of the superdirective and supercardioid beamformers based on a proposed matrix, which can be easily generalized to the design of many other beampatterns. 2) It develops parametric superdirective and supercardioid beamformers, which can be viewed as a generalization of the work in [44] that combines the superdirective beamformer together with the DS beamformer to create a robust superdirective beamformer. 3) It presents some alternatives to the robust superdirective and supercardioid beamformers. These alternatives provide more flexible choices to design superdirective beamformers in practical systems.

The rest of this paper is organized as follows. In Section II, we explain the signal model and the problem of beamforming with uniform linear arrays (ULAs). Section III presents some performance measures that are used to derive and/or evaluate different kinds of fixed beamformers. Section IV gives the most well-known and studied fixed beamformers. In Sections V and Section VI, we derive the Krylov superdirective beamformer and the Krylov supercardioid. In Section VII and Section VIII, we discuss the parametric superdirective beamformer and the parametric supercardioid. Section IX presents some simulation results to validate the theoretical derivations. Finally, we give our conclusions in Section X.

II. SIGNAL MODEL AND PROBLEM FORMULATION

We consider a ULA consisting of $M$ omnidirectional microphones, where the distance between two successive sensors is equal to $\delta$. A source signal (plane wave), in the farfield, impinges on the ULA from the direction (azimuth angle) $\theta$, at the speed of sound, e.g., $c = 340$ m/s. In this scenario, the steering vector (of length $M$) is

$$d(\omega, \theta) = \begin{bmatrix} e^{-j\omega \tau_0 \cos \theta} & \cdots & e^{-j(M-1)\omega \tau_0 \cos \theta} \end{bmatrix}^T,$$

where the superscript $T$ is the transpose operator, $j$ is the imaginary unit with $j^2 = -1$, $\omega = 2\pi f$ is the angular frequency, $f > 0$ is the temporal frequency, and $\tau_0 = \delta/c$ is the delay between two successive sensors at the angle $\theta = 0$.

In order to avoid spatial aliasing [3], it is necessary that the interelement spacing is less than $\lambda/2$, where $\lambda$ is the acoustic wavelength. In this paper, we consider fixed beamformers with small values of $\delta$, so that this condition easily holds. We also assume that the desired signal comes from the endfire direction, i.e., $\theta = 0$. (Note that with ULAs, the performance of the superdirective beamformer is a function of the source incidence angle with its best performance appearing at endfire directions [51]; so this beamformer may not be able to be steered properly in all directions.) Then, the received signal at the $m$th ($m = 1, 2, \ldots, M$) microphone in the frequency domain is

$$Y_m(\omega) = e^{j(m-1)\omega \tau_0} X(\omega) + V_m(\omega) = X_m(\omega) + V_m(\omega),$$

where $X(\omega)$ is the desired signal, and $X_m(\omega)$ and $V_m(\omega)$ are the delayed version of the desired signal and additive noise at the
The objective of beamforming is to recover the desired signal, \( X(\omega) \), from the noisy observation vector, \( y(\omega) \). To do that, a complex weight, \( H_m(\omega) (m = 1, 2, \ldots, M) \), where the superscript * is the complex conjugate, is applied at the output of the \( m \)th microphone. The weighted outputs are then summed together to get an estimate of the desired signal [9], i.e.,

\[
Z(\omega) = \sum_{m=1}^{M} H_m^*(\omega) Y_m(\omega)
\]

(6)

\[
= h^H(\omega) y(\omega)
\]

(5)

where

\[
h(\omega) \triangleq [H_1(\omega) \ H_2(\omega) \ \cdots \ H_M(\omega)]^T
\]

(7)

is a spatial filter of length \( M \) and the superscript \( H \) is the conjugate-transpose operator. In our context, the distortionless constraint at the desired direction, \( \theta = 0 \), is desired, i.e.,

\[
h^H(\omega) d(\omega) = 1.
\]

B. Front-to-Back Ratio

The FBR is defined as the ratio of power gain between the front and rear of the beampattern, i.e., [3]

\[
\mathcal{F}[h(\omega)] \triangleq \frac{\int_{\pi/2}^{\pi} |\mathbf{B}[h(\omega), \theta]|^2 \sin \theta d\theta}{\int_{-\pi/2}^{\pi/2} |\mathbf{B}[h(\omega), \theta]|^2 \sin \theta d\theta} = \frac{h^H(\omega) \Gamma_{0,\pi/2}(\omega) h(\omega)}{h^H(\omega) \Gamma_{\pi/2,\pi}(\omega) h(\omega)}.
\]

(9)

where

\[
\Gamma_{0,\pi/2}(\omega) \triangleq \int_{0}^{\pi/2} d(\omega, \theta) d^H(\omega, \theta) \sin \theta d\theta,
\]

(10)

\[
\Gamma_{\pi/2,\pi}(\omega) \triangleq \int_{\pi/2}^{\pi} d(\omega, \theta) d^H(\omega, \theta) \sin \theta d\theta.
\]

(11)

It can be verified that the elements of these matrices are

\[
[\Gamma_{0,\pi/2}(\omega)]_{ij} = \begin{cases} e^{j\omega(j-i)\tau_0} - 1, & i \neq j \\ j \omega(j-1)\tau_0, & i = j \end{cases},
\]

\]

(12)

\[
[\Gamma_{\pi/2,\pi}(\omega)]_{ij} = \begin{cases} 1 - e^{-j\omega(j-i)\tau_0}, & i \neq j \\ j \omega(j-i)\tau_0, & i = j \end{cases},
\]

(13)

respectively, with \( i, j = 1, 2, \ldots, M \).

C. Signal-to-Noise Ratio Gains

Without loss of generality, we consider the first microphone as the reference. The input SNR is then defined as

\[
iSNR(\omega) \triangleq \frac{\phi_X(\omega)}{\phi_{V_1}(\omega)}.
\]

(14)

where \( \phi_X(\omega) \triangleq \mathbb{E}[|X(\omega)|^2] \) and \( \phi_{V_1}(\omega) \triangleq \mathbb{E}[|V_1(\omega)|^2] \) are the variances of \( X(\omega) \) and \( V_1(\omega) \), respectively, with \( \mathbb{E}[\cdot] \) denoting mathematical expectation. The output SNR is given by

\[
oSNR[h(\omega)] = \frac{\phi_X(\omega) \times |h^H(\omega) d(\omega)|^2}{h^H(\omega) \Phi(\omega) h(\omega)}
\]

\[
= \frac{\phi_X(\omega)}{\phi_{V_1}(\omega)} \times \frac{|h^H(\omega) d(\omega)|^2}{h^H(\omega) \Gamma(\omega) h(\omega)}.
\]

(15)

where \( \Phi(\omega) \triangleq \mathbb{E}[\mathbf{v}(\omega) \mathbf{v}^H(\omega)] \) and \( \Gamma(\omega) \triangleq \mathbb{E}[\mathbf{v}(\omega) \mathbf{v}^H(\omega)] \) are the correlation and pseudo-coherence matrices [54] of \( \mathbf{v}(\omega) \), respectively. The definition of the SNR gain is obtained from the previous SNR definitions, i.e.,

\[
G[h(\omega)] \triangleq \frac{oSNR[h(\omega)]}{iSNR(\omega)}
\]

\[
= \frac{|h^H(\omega) d(\omega)|^2}{h^H(\omega) \Gamma(\omega) h(\omega)}.
\]

(16)

In our discussion, we are interested in two types of noise.
In this case, $\Gamma_{1} - \epsilon$ is very sensitive to sensor noise and array $\epsilon$(22)
\[
\frac{d\Gamma}{d\epsilon} = U\Lambda U^T \Gamma - \epsilon I_M = \epsilon \Lambda M^{-1},
\]
which is called the white noise gain (WNG) [11].

2) The spherically isotropic noise. In this case, the noise pseudo-coherence matrix is
\[
[G_{\omega}]_{ij} = [\Gamma_{\omega}]_{ij} = \frac{\sin[\omega(j-i)\tau_0]}{\omega(j-i)\tau_0},
\]
with $i, j = 1, 2, \ldots, M$. Now, the SNR gain is
\[
\mathcal{D}[h(\omega)] = \frac{|h^H(\omega) d(\omega)|^2}{h^H(\omega) \Gamma(\omega) h(\omega)},
\]
which is called the directivity factor (DF) [3].

IV. CONVENTIONAL FIXED BEAMFORMERS

In this section, we briefly discuss the most studied fixed beamformers with microphone arrays.

The DS beamformer is given by
\[
h_{DS}(\omega) = \frac{d(\omega)}{M}.
\]
This beamformer leads to the maximum WNG, which is $\mathcal{W}[h_{DS}(\omega)] = M$.

The superdirective beamformer, which is generally derived from the maximization of the DF [1], [27], is given by
\[
h_{SD}(\omega) = \frac{\Gamma^{-1}(\omega) d(\omega)}{\frac{d^H(\omega) \Gamma^{-1}(\omega) d(\omega)}{\omega}}.
\]
This beamformer leads to the maximum value of the DF, which is $\mathcal{D}[h_{SD}(\omega)] = d^H(\omega) \Gamma^{-1}(\omega) d(\omega)$ and this value is close to $M^2$ if the spacing $\delta$ is small [22]. In fact, when the microphone array size is very small, the superdirective beamformer corresponds to the hypercardioid of order $M - 1$ [27]. It is well known that $h_{SD}(\omega)$ is very sensitive to sensor noise and array imperfections.

The robust (or regularized) superdirective beamformer, which is obtained from the maximization of the DF with a constraint on the WNG, is [17]
\[
h_{R,\epsilon}(\omega) = \frac{[\Gamma(\omega) + \epsilon I_M]^{-1} d(\omega)}{d^H(\omega) [\Gamma(\omega) + \epsilon I_M]^{-1} d(\omega)},
\]
where $\epsilon \geq 0$ is the regularization parameter. The parameter $\epsilon$ tries to find a good compromise between a large DF and white noise amplification. A small value of $\epsilon$ leads to a large DF but a low WNG, while a large value of $\epsilon$ gives a large WNG but a low DF. Two interesting cases of (22) are $h_{R,0}(\omega) = h_{SD}(\omega)$ and $h_{R,\infty}(\omega) = h_{DS}(\omega)$. While regularization can help improve the WNG, finding the proper value of the parameter $\epsilon$ in practical microphone array systems is not a trivial issue as it depends on the frequency, the sensor quality, the mismatch between sensors, and the sensor spacing as well.

The supercardioid beamformer is deduced by maximizing the FBR defined in (9) [3]. The solution is obtained by solving the generalized eigenvalue problem (GEP):
\[
\Gamma_{0,\pi/2}(\omega) t(\omega) = \lambda_{1}(\omega) \Gamma_{\pi/2}(\omega) t(\omega),
\]
Denoting $\lambda_{1}(\omega)$ the largest eigenvalue of this GEP with $t_{1}(\omega)$ the corresponding eigenvector, and using the distortionless constraint, we find that the supercardioid of order $M - 1$ is
\[
h_{SC}(\omega) = \frac{t_{1}(\omega)}{d^H(\omega) t_{1}(\omega)},
\]
which leads to the maximum FBR, i.e., $\mathcal{F}[h_{SC}(\omega)] = \lambda_{1}(\omega)$. This beamformer also suffers from the problem of white noise amplification.

The objective of this paper is to find other alternatives to the robust superdirective and supercardioid beamformers and ways to compromise between the WNG and the DF (or FBR).

In the following, for ease of exposition, we will drop $\omega$ from all the variables whenever there is no ambiguity.

V. KRYLOV SUPERDIRECTIVE BEAMFORMER

Using the well-known eigenvalue decomposition [53], the pseudo-coherence matrix of the diffuse noise can be decomposed as
\[
\Gamma = U \Lambda U^T,
\]
where $U$ is an orthogonal matrix, i.e., $U^T U = U U^T = I_M$, and $\Lambda$ is a diagonal matrix whose main elements are strictly positive as $\Gamma$ is positive definite. From this decomposition, it is then easy to compute
\[
\Gamma^{-\pi/\tau} = U \Lambda^{-\pi/\tau} U^T.
\]

Given $\Gamma^{-\pi/\tau}$ and letting $1 \leq N \leq M$, the $M \times N$ Krylov matrix of $\Gamma^{-\pi/\tau}$ generated by the vector $d$ is defined as [46]
\[
K_N = [k_1 k_2 \ldots k_{N-1} k_N] = [d \Gamma^{-\pi/\tau} d \cdots \Gamma^{-\frac{N-1}{2}\pi/\tau} d \Gamma^{-\frac{N}{2}\pi/\tau} d],
\]
where $k_m = \Gamma^{-\frac{m}{2}\pi/\tau} d$ with $m = 1, 2, \ldots, N$. In general, $K_N$ is a rectangular matrix; but it becomes a square one if $N = M$.

With the steering vector $d$ and the two matrices $\Gamma$ and $K_N$, we have the following properties.

Property 5.1: $d$ is not an eigenvector of $\Gamma$.

Proof: Let us prove this property by contradiction. Suppose that $d$ is an eigenvector of $\Gamma$, then we should have
\[
\Gamma d = \lambda d,
\]
where $\lambda \neq 0$. Since $\Gamma$ is a positive definite matrix, it follows immediately that
\[
\Gamma^{-1} d = \frac{1}{\lambda} d.
\]
Substituting (29) into the superdirective beamformer, we obtain
\[
h_{S} = \frac{1}{M} d = h_{DS}.
\]
This apparently contradicts with the fact that \( h_S \neq h_{DS} \). Therefore, \( d \) should not be an eigenvector of \( \Gamma \), which completes the proof.

**Property 5.2:** \( K_N \) is a full-column rank matrix.

**Proof:** Using Property 5.1, we can verify that \( d \) is neither an eigenvector of \( \Gamma^{-1}d \), where \( m \in \{1, 2, \ldots, N-1\} \) nor an eigenvector of any linear combination of all the \( N-1 \) matrices \( \Gamma^md \) with \( m = 1, 2, \ldots, N-1 \). It follows then that any column vector of the \( K_N \) matrix, i.e., \( k_m \), \( m \in \{1, 2, \ldots, N-1\} \), cannot be written as a linear combination of the other column vectors. Therefore, \( K_N \) is a full-column rank matrix.

For \( N = M \), \( K_N \) becomes the following square matrix:

\[
K_M = \begin{bmatrix} d & \Gamma^{-1}d & \cdots & \Gamma^{-2}d & \cdots & \Gamma^{-N+1}d \end{bmatrix}
\]

(31)

The columns of \( K_M \), which span the whole space, are good beamformers. Indeed, the first (normalized) column of \( K_M \) is the DS beamformer:

\[
\frac{k_1}{\|d\|k_1} = h_{DS},
\]

(32)

while the other (normalized) columns are beamformers that can compromise between the WNG and the DF. In other words, the beamformer \( k_m \) will behave more like the superdirective beamformer as \( m \) approaches \( M \) while it will behave more like the DS beamformer when \( m \) approaches 1. As a result, we should always have

\[
W(k_1) \geq W(k_2) \geq \cdots \geq W(k_M)
\]

(34)

and

\[
D(k_1) \leq D(k_2) \leq \cdots \leq D(k_M).
\]

(35)

From these observations, it is natural to propose beamformers of the form:

\[
h_{K,N} = K_N g,
\]

(36)

where

\[
g = \begin{bmatrix} g_1 & g_2 & \cdots & g_{N-1} & g_N \end{bmatrix}^T \neq 0
\]

(37)

is a filter of length \( N \). Obviously, \( h_{K,N} \in \text{span}(K_N) \). Taking into account the distortionless constraint, i.e.,

\[
d^H h_{K,N} = d^H K_N g = 1,
\]

(38)

it is more convenient to consider the normalized form of (36), i.e.,

\[
h_{K,N} = \frac{K_N g}{d^H K_N g},
\]

(39)

which we refer to as the Krylov beamformer. It is easy to verify that the elements of the vector \( K_N^H d \) are all real. Therefore, \( g \) is a real-valued filter in general, which will always be assumed. The beamformer \( h_{K,N} \) in (39) can be extremely useful since one can always make a good compromise between the WNG and the DF. For example, with \( g = 1 \) (the all one vector), the Krylov beamformer can be viewed as a generalization of the combined beamformer developed in [44] that combines the superdirective and DS beamformers for improved robustness with respect to white noise.

With (39), the WNG and the DF can be expressed, respectively, as

\[
W(h_{K,N}) = \frac{g^T K_N^H d}{g^T K_N^H K_N g} d K_N^H g
\]

(40)

and

\[
D(h_{K,N}) = \frac{g^T K_N^H d}{g^T K_N^H K_N g} d K_N^H g.
\]

(41)

The maximization of the WNG leads to the Krylov maximum WNG (KMWNG) beamformer:

\[
h_{KMWNG,N} = \frac{K_N (K_N^H K_N)^{-1} K_N^H d}{d^H K_N (K_N^H K_N)^{-1} K_N^H d},
\]

(42)

It can be verified that \( h_{KMWNG,1} = h_{DS} \). Therefore, in general, the performance of \( h_{KMWNG,N} \) is close to that of the DS beamformer.

In the same way, the maximization of the DF leads to the Krylov maximum DF (KMDF) beamformer:

\[
h_{KMDF,N} = \frac{K_N (K_N^H K_N)^{-1} K_N^H d}{d^H K_N (K_N^H K_N)^{-1} K_N^H d}.
\]

(43)

It is clearly seen that the performance of the KMDF beamformer depends strongly on \( N \). By playing with the value of \( N \), we obtain different beamformers.

1) For \( N = 1 \), we get the DS beamformer, i.e., \( h_{KMDF,1} = h_{DS} \).

2) For \( N = M \), we get the superdirective beamformer, i.e., \( h_{KMDF,M} = h_{SD} \).

3) For \( 1 < N < M \), we obtain beamformers whose performances are in between the performances of the DS and superdirective beamformers.

Clearly, by properly choosing the dimension of the Krylov subspace, \( N \), the beamformer \( h_{KMDF,N} \) can find a good compromise between a large value of the DF and white noise amplification.

**VI. KRYLOV SUPERCARDIOID**

Following the principles of the previous section, we develop a supercardioid based on the Krylov subspace. The matrices \( \Gamma_{0,\pi/2} \) and \( \Gamma_{\pi/2,\pi} \) can be decomposed as

\[
\Gamma_{0,\pi/2} = U_1 A_1 U_1^H,
\]

(44)

\[
\Gamma_{\pi/2,\pi} = U_2 A_2 U_2^H,
\]

(45)

where \( U_1 \) and \( U_2 \) are unitary matrices, and \( A_1 \) and \( A_2 \) are diagonal matrices. From these decompositions, it is then easy to compute

\[
\Gamma_{0,\pi/2}^{\pi/2,\pi} = U_1 A_1^{\pi/2,\pi} U_1^H,
\]

(46)

\[
\Gamma_{\pi/2,\pi}^{\pi/2,\pi} = U_2 A_2^{\pi/2,\pi} U_2^H,
\]

(47)

where \( 1 \leq N \leq M \).
Denoting \( \lambda_{N-1,1} \) the maximum eigenvalue of the matrix \( \Gamma_{\pi/2,\pi/2}^{-1} \Gamma_{0,\pi/2}^{-1} \) with \( \mathbf{t}_{N-1,1} \) the corresponding eigenvector, we define the \( M \times N \) Krylov matrix as
\[
\mathbf{T}_N = \begin{bmatrix} \mathbf{t}_{0,1} & \mathbf{t}_{1,1} & \cdots & \mathbf{t}_{N-2,1} & \mathbf{t}_{N-1,1} \end{bmatrix}.
\] (48)

For \( N = M \), \( \mathbf{T}_N \) becomes a square matrix. The columns of \( \mathbf{T}_M \), which span the whole space, are also interesting beamformers. As we did in Section V, we consider beamformers of the form:
\[
\mathbf{h}_{K,N} = \frac{\mathbf{T}_N \mathbf{g}}{\mathbf{d}^H \mathbf{T}_N \mathbf{g}},
\] (49)

where \( \mathbf{g} \neq \mathbf{0} \) is a filter of length \( N \), and we should always have
\[
\mathcal{F}(\mathbf{h}_{K,1}) \leq \mathcal{F}(\mathbf{h}_{K,2}) \leq \cdots \leq \mathcal{F}(\mathbf{h}_{K,N}).
\] (50)

The most interesting beamformer is derived from the maximization of the FBR. This leads to the Krylov maximum FBR (KMFBR) beamformer:
\[
\mathbf{h}_{\text{KMFBR},N} = \frac{\mathbf{T}_N \mathbf{q}_{N,1}}{\mathbf{d}^H \mathbf{T}_N \mathbf{q}_{N,1}},
\] (51)

where \( \mathbf{q}_{N,1} \) is the eigenvector corresponding to the maximum eigenvalue of the matrix \( (\mathbf{T}_N^H \Gamma_{\pi/2,\pi}^{-1} \mathbf{T}_N) \). The performance of the KMFBR beamformer also depends strongly on \( N \).

1) For \( N = 1 \), we get \( \mathbf{h}_{\text{KMFBR},1} = \mathbf{i}_1 \), where \( \mathbf{i}_1 \) is the first column of \( \mathbf{I}_M \). This beamformer does not have any spatial gain. It simply selects the first sensor’s signal as the beamformer’s output.
2) For \( N = M \), we get the supercardioid, i.e., \( \mathbf{h}_{\text{KMFBR},M} = \mathbf{h}_{\text{SC}} \).
3) For \( 1 < N < M \), we obtain beamformers whose performances are in general, between the performances of the all-pass filter (omnidirectional response) and the supercardioid.

As shown in simulations, the beamformer \( \mathbf{h}_{\text{KMFBR},N} \) can also find good compromises between large values of the FBR and reasonable values of the WNG.

### VII. PARAMETRIC SUPERDIRECTIVE BEAMFORMER

As discussed in Section V, the columns of \( \mathbf{K}_M \) are also good beamformers, where the first and last ones are the DS and superdirective beamformers, and the other columns are beamformers that can compromise between the WNG and the DF.
Consequently, any column of $K_M$ can be rewritten as

$$h_{P,p} = \Gamma^{-\frac{1}{2}} d \Gamma^{-\frac{1}{2}} d,$$  

where $p$ is the parameter order, which takes values between 1 and $\infty$, i.e., $p \in [1, \infty)$. We call $h_{P,p}$ the parametric superdirective beamformer. As will become clearer soon, the value of $p$ plays an important role in compromising between the DF and the WNG.

With the parametric superdirective beamformer, the WNG is

$$\mathcal{W}(h_{P,p}) = \frac{|h_{P,p}^H d|^2}{h_{P,p}^H h_{P,p}^*} = \frac{(d^H \Gamma^{-\frac{1}{2}} d)^2}{d^H \Gamma^{-\frac{1}{2}} d},$$  

with

$$\mathcal{W}(h_{P,1}) = \frac{(d^H \Gamma^{-\frac{1}{2}} d)^2}{d^H \Gamma^{-\frac{1}{2}} d} \leq M$$  

and

$$\mathcal{W}(h_{P,\infty}) = M.$$  

The DF with the proposed beamformer is

$$\mathcal{D}(h_{P,p}) = \frac{|h_{P,p}^H d|^2}{h_{P,p}^H \Gamma h_{P,p}^*} = \frac{(d^H \Gamma^{-\frac{1}{2}} d)^2}{d^H \Gamma^{-\frac{1}{2}} d},$$  

with

$$\mathcal{D}(h_{P,1}) = d^H \Gamma^{-\frac{1}{2}} d \leq M^2$$  

and

$$\mathcal{D}(h_{P,\infty}) = \frac{M^2}{d^H T d} \geq 1.$$  

For any given parameters $p_1 \geq p_2$, we should always have

$$\mathcal{W}(h_{P,p_1}) \geq \mathcal{W}(h_{P,p_2})$$  

and

$$\mathcal{D}(h_{P,p_1}) \leq \mathcal{D}(h_{P,p_2}).$$  

Clearly, we obtain a beamformer whose DF decreases while WNG increases with $p$. So, by properly choosing the value of $p$, the parametric superdirective beamformer, $h_{P,p}$, is able to
control white noise amplification while having a reasonably good value of the DF.

VIII. PARAMETRIC SUPERCARDIOID

From the decompositions in (44) and (45), it is easy to compute

\[ \Gamma_{0,\pi/2}^p = U_1 \Lambda_1^p U_1^H, \]
\[ \Gamma_{\pi/2,\pi}^p = U_2 \Lambda_2^p U_2^H, \]

where \( p \in [1, \infty) \) is the parameter order. Denoting \( \lambda_{p,1} \) the maximum eigenvalue of the matrix \( \Gamma_{\pi/2,\pi}^p \Gamma_{0,\pi/2}^p \) with \( t_{p,1} \) the corresponding eigenvector, and following the ideas of the previous section, we define the parametric supercardioid as

\[ h_{SC,p} = \frac{t_{p,1}}{d^H t_{p,1}}. \]

The WNG with the parametric supercardioid is

\[ W(h_{SC,p}) = \frac{|d^H t_{p,1}|^2}{t_{p,1}^H t_{p,1}}, \]

with

\[ W(h_{SC,1}) = \frac{|d^H t_1|^2}{t_1^H t_1} \leq M \]

and

\[ W(h_{SC,\infty}) = 1. \]

The FBR with the proposed beamformer is

\[ F(h_{SC,p}) = \frac{t_{p,1}^H \Gamma_{0,\pi/2} t_{p,1}}{t_{p,1}^H \Gamma_{\pi/2,\pi} t_{p,1}}, \]

with

\[ F(h_{SC,1}) = \lambda_1 \]

and

\[ F(h_{SC,\infty}) = 1. \]
For any given parameters $p_1 \geq p_2$, we should always have

$$\mathcal{F}(\mathbf{h}_{SC,p_1}) \leq \mathcal{F}(\mathbf{h}_{SC,p_2}).$$

Clearly, the performance of the parametric supercardioid is also strongly influenced by the value of $p$.

IX. SIMULATIONS

In this section, we briefly study the performance of the proposed beamformers through simulations. We consider a ULA consisting of eight closely spaced microphones, with $\delta = 1.5$ cm. The desired signal impinges on the array from the endfire, i.e., $\theta = 0^\circ$, as discussed in Section II. The performance is evaluated with the beampattern, FBR, DF, and WNG. Both spherically isotropic noise and white noise are considered while all the superdirective beamformers are formed using the pseudo-coherence matrix given in (18).

A. Performance of the Krylov Superdirective Beamformer

We first study the performance of the Krylov superdirective beamformer. It is implemented according to (43).

Figure 1 plots the beampatterns of the KMDF beamformer (with $N = 1, 2, 3, 4, 6, 8$) for $f = 2000$ Hz. It is observed that the patterns vary greatly with $N$. For $N = 1$, we get the DS beampattern. For $N = 8$, we get the superdirective beampattern (or seventh-order hypercardioid). One can see that this beampattern has a one at the angle $\theta = 0^\circ$ and seven nulls in the range of $0^\circ$ to $180^\circ$.

Figure 2 plots the DF and the WNG of the KMDF beamformer (with $N = 1, 2, 3, 4, 6, 8$) as a function of the frequency, $f$. It is seen that the superdirective beamformer ($N = 8$) achieves the maximum DF (approximately 18 dB). However, it suffers from significant white noise amplification, particularly at low frequencies, which limits its use in practice. For $N = 1$, we get the DS beamformer, which has the maximum WNG (approximately 9 dB) but its DF is low. In comparison, when $N$ varies between 1 and 8, the KMDF beamformer achieves a good compromise between the performances of the DS and superdirective beamformers.

B. Performance of the Krylov Supercardioid

In this simulation, we study the performance of the Krylov supercardioid. It is computed according to (51).

Figure 3 plots the beampatterns of the KMFBR beamformer (with $N = 1, 2, 3, 4, 6, 8$) for $f = 2000$ Hz. Again, the patterns vary greatly with $N$. For $N = 1$, it is the all-pass filter with an omnidirectional beampattern. For $N = 8$, it is the seventh-order supercardioid, whose beampattern has a large amplitude in the front-half plane (range from $0^\circ$ to $90^\circ$) and a small amplitude in the rear-half plane (range from $90^\circ$ to $270^\circ$).

The FBR and the WNG of the Krylov supercardioid (with $N = 1, 2, 3, 4, 6, 8$) as a function of frequency are plotted in Fig. 4. Clearly, the supercardioid beamformer ($N = 8$) has
tremendous white noise amplification at low frequencies even though the FBR is very high. These results are consistent with what was observed with the supercardioid. Not surprisingly, as the value of \( N \) increases, the value of the FBR becomes larger while the value of the WNG decreases. So, playing with the value of \( N \), one can achieve a good compromise between large values of the FBR and white noise amplification with the KMFBR beamformer.

C. Performance of the Parametric Superdirective Beamformer

This subsection studies the performance of the parametric superdirective beamformer, which is computed according to (52).

Figure 5 plots the beampatterns of the parametric superdirective beamformer (with \( p = 1, 1.1, 1.3, 1.5, 2, 10 \)) for \( f = 2000 \) Hz. As expected, the patterns vary greatly with \( p \).

Figure 6 gives plots of the WNG and the DF of the parametric superdirective beamformer (with \( p = 1, 1.1, 1.3, 1.5, 2, 10 \)) as a function of frequency. The case of \( p = 1 \) corresponds to the superdirective beamformer, which has a high value of the DF but suffers from significant white noise amplification. For \( p = 10 \), the beamformer resembles the DS beamformer, which has a large WNG but a low DF, especially at low frequencies.

For \( p = 1.1, 1.3, 1.5, 2 \), the beamformer leads to lower values of the DF but higher values of the WNG.

It is noticed from Fig. 6 that the parameter order, \( p \), plays a very important role on the beamforming performance. Figure 7 plots the DF and the WNG of the parametric superdirective beamformer as a function of \( p \). It is seen that the DF decreases while the WNG increases significantly with \( p \) in the range between 1 to 3. When \( p \) is larger than 3, both the DF and the WNG do not vary much any more. Generally, we can choose a proper value of \( p \) within a small range to design a filter that can achieve a good compromise between the DF and the WNG.

D. Performance of the Parametric Supercardioid Beamformer

This last simulation studies the performance of the parametric supercardioid, which is implemented according to (63).

Figure 8 plots the beampatterns of the parametric supercardioid (with \( p = 1, 1.5, 2, 3, 4, 10 \)) for \( f = 2000 \) Hz. Again, we see that the patterns vary greatly with \( p \).

Finally, Figs. 9 and 10 plot the FBR and the WNG of the parametric supercardioid as a function of the frequency, \( f \), and the parameter order \( p \), respectively. It is seen that the value of FBR decreases while the value of WNG increases significantly with \( p \) in the range from 1 to 6; but they both do not vary much if \( p \) is larger than 6. Consequently, by properly choosing \( p \) within a small range, this beamformer can also make a good compromise between FBR and WNG.

Note that both the Krylov and parametric beamformers can help control the compromise between the DF and the WNG. The major difference is that the former has only a small number (equal to the number of sensors) of choices in its parameter, and therefore it is easy to check what parameter is the best fit when given the array information. The latter, in contrast, is rather a
general form with its parameter can change from 0 to infinity. Theoretically, this general form can provide more flexibility to deal with the white noise amplification problem; but tuning the optimal value may not be a trivial task and has to be performed separately at every frequency.

### E. Performance in Reverberant Acoustic Environments

Now, we assess the performance of the developed beamformers in a more practical environment. We consider a room of size $4 \text{ m} \times 4 \text{ m} \times 3 \text{ m}$, where a linear array of 8 omnidirectional microphones are located, respectively, at $(x, 1.0, 2.5)$, where $x = 1.50 : 0.02 : 1.64$, and a loudspeaker is placed at $(2.5, 1.0, 1.5)$. The acoustic channel impulse responses from the source to the microphones are generated with the image model method [55]. Then, the microphone signals are generated by convolving the source signal (a speech signal prerecorded from a female speaker in a quiet office room) with the corresponding simulated impulse responses and some noise is then added to the result to control the SNR.

We consider two types of noise: white Gaussian noise and diffuse noise, both with an input SNR of 10 dB. We study four reverberation conditions where the room reflection coefficients are, respectively, 0, 0.6, 0.8, and 0.9 (the corresponding reverberation time $T_{60}$ are approximately 0 ms, 140 ms, 300 ms, and 470 ms). All the signals are 30 seconds long and the sampling frequency is 16 kHz. We choose the first microphone as the reference. All the beamformers are implemented in the STFT domain with a frame size of 256 and a 256-point FFT (note that an overlapping factor of 75% is used and a Kaiser window is applied to each frame). To evaluate the overall performance, we use the fullband (0–4 kHz), time domain output SNR as the performance measure, which is computed using a long time average based on the 30-second long processed signals [56].

We present the regularized superdirective beamformer ($b_{01, \epsilon}$, $\epsilon = 0.01$), the KMDF beamformer ($b_{\text{KMDF}, N = 2}$), the parametric superdirective beamformer ($b_{01, p = 2}$), the regularized supercardioid beamformer ($b_{SC, \epsilon = 0.01}$), the KMFBR beamformer ($b_{\text{KMFBR}, N = 2}$), and the parametric supercardioid beamformer ($b_{SC, p = 4}$). The results are plotted in Fig. 11. It is seen that the superdirective beamformer with $\epsilon = 0.01$ yields the highest output SNR in diffuse noise, but lowest output SNR in white noise. The output SNR of the KMDF beamformer with $N = 2$ is approximately 2 dB lower than that of the regularized superdirective beamformer with $\epsilon = 0.01$ in diffuse noise; but it is about 5 dB higher than that of the regularized superdirective beamformer in white noise. Generally, all the studied beamformers behave differently in diffuse noise and white noise; but they all can achieve compromises by adjusting their parameters. In comparison, it is easy to find the best value of the parameter in the KMDF beamformer as there is only a small number of choices. Note that the optimal value of the parameters in every beamformer depends on practical situations and finding such value is beyond the scope of this paper.

### X. Conclusion

The superdirective beamformer has been intensively studied for its ability to achieve maximum gains in diffuse noise. However, it is found to be very sensitive to sensor noise and mismatch among sensors, implying serious white noise amplification, especially at low frequency. Therefore, how to achieve a relatively high value of the DF with a reasonable value of the WNG has become an important issue regarding the design of beamformers with high gains. This paper developed an approach based on the Krylov matrix whose columns span a chosen dimension of the entire space. Linear combinations of any of the columns of this matrix also lead to different beamformers, the performances of which are in between the performances of the DS and superdirective beamformers. In particular, we developed the Krylov maximum white noise gain (KMWNG) and Krylov maximum DF (KMDF) beamformers, which are obtained by maximizing the WNG and the DF, respectively. By properly choosing the dimension of the Krylov subspace, which is easy in comparison with tuning the parameters in the so-called regularized superdirective beamformer, the KMDF beamformer can make a good compromise between a large value of the DF and a reasonable amount of white noise amplification. The basic idea was also extended to the design of supercardioid beamformers. Furthermore, we developed the parametric superdirective and supercardioid beamformers, which are special cases of the Krylov beamformers. Simulations demonstrated that the developed beamformers have interesting properties, which are useful for practical applications.
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