A General Approach to the Design and Implementation of Linear Differential Microphone Arrays
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Abstract—The design of differential microphone arrays (DMAs) and the associated beamforming algorithms have become very important problems. Traditionally, an $N$th order DMA is formed by subtractively combining the outputs of two DMAs of order $N-1$. This method, though simple and easy to implement, suffers from a number of limitations. For example, it is difficult to design the equalization filter that is needed for compensating the array’s non-uniform frequency response, particularly for high-order DMAs. In this paper, we propose a new approach to the design and implementation of linear DMAs for speech enhancement. Unlike the traditional method that works in the time domain, this proposed approach works in the short-time Fourier transform (STFT) domain. The core issue with this framework is how to design the desired differential beamformer in each subband, which is accomplished by solving a linear system consisting of $N+1$ fundamental constraints for an $N$th-order DMA.

Index Terms—Differential microphone arrays, differential beamforming, directivity pattern.

I. INTRODUCTION

Microphone arrays have attracted a significant amount of interest over the last few decades since they have the potential to solve many important problems such as noise reduction/speech enhancement, source separation, dereverberation, spatial sound recording, and source localization/tracking, to name a few. Many different array systems have been developed since then, which can be categorized into two basic classes based on how they respond to the sound field, i.e., additive and differential arrays.

Additive arrays achieve signal enhancement and noise suppression based on the synchronize-and-add principles; but they have now evolved to include all the arrays with large inter-element spacing (from a couple of centimeters to a couple of decimeters) and optimal beamforming in broadside directions. This kind of arrays have been proven to be useful in dealing with many problems [1], [2], [3]. However, they are also found to suffer from a number of limitations in processing broadband speech signals. First, the beampattern of an additive array is frequency dependent and the beamwidth is inversely proportional to the frequency. As a result, such an array is not effective in dealing with low-frequency noise and interference. Second, noise is generally attenuated in a non-uniform way over its entire spectrum, leading to some disturbing artifacts at the array’s output [4]. Furthermore, if the incident angle of the desired speech source is different from the array’s look direction, which happens often in practice, the speech signal will be low-pass filtered, leading to speech distortion.

Differential microphone arrays (DMAs) are designed to respond to the spatial derivatives of an acoustic pressure field. In comparison with additive arrays, DMAs can have many advantages in processing speech signals. First, a DMA can form frequency-invariant beampatterns. This makes it effective for processing both high- and low-frequency signals. Second, a DMA has the potential to attain maximum directional gain with a given number of microphone sensors [5]. Furthermore,
the gain of a DMA decreases with the distance between the sound source and the array, and therefore it can inherently suppress noise and interference originating from far-away sources. Additionally, DMAs are generally small in size, and therefore can be easily integrated into communication devices. As a consequence, the design of DMAs and the associated beamforming algorithms have attracted much interest over the past few decades.

Traditionally, an $N$th-order DMA is formed by using $N+1$ microphones and its output is generated by subtractively combining the outputs of two DMAs of order $N-1$ [5]–[18]. This way of DMA design, though simple and easy to implement, has many drawbacks. For example, it is difficult to design the equalization filter that is needed for compensating the array’s non-uniform frequency response, particularly for high-order DMAs. In this paper, we propose a new approach to the design and implementation of linear DMAs for speech enhancement. A schematic diagram of this new approach is illustrated in Fig. 1. The diagram starts with a desired (or clean) speech signal, $x(k)$, passing through some acoustic environment and then being corrupted by noise. A DMA consisting of $M$ omnidirectional microphones is used to pick up the signal and each microphone output consists of both the desired speech signal and some unwanted noise. To estimate the source signal, the $M$ noisy signals are partitioned into small overlapping frames. Each frame is transformed into the short-time Fourier transform (STFT) domain. In each subband, a differential beamformer is designed and applied to the time-frequency domain clean speech estimate is constructed using either the STFT of the desired signal, the noise signal, or, given $y(\omega)$, is defined similarly to $y(\omega)$.

\[
\mathbf{y}(\omega) = \begin{bmatrix} Y_1(\omega) & Y_2(\omega) & \cdots & Y_M(\omega) \end{bmatrix}^T = \mathbf{d}(\omega, \alpha) \mathbf{X}(\omega) + \mathbf{v}(\omega),
\]

where the noise signal vector, $\mathbf{v}(\omega)$, is given by

\[
\mathbf{d}(\omega, \alpha) = \begin{bmatrix} 1 & e^{-j\omega\tau_0\alpha} & \cdots & e^{-j(M-1)\omega\tau_0\alpha} \end{bmatrix}^T
\]

is the steering vector (of length $M$) at the frequency $\omega$, and the superscript $T$ denotes the transpose operator.

The objective of this paper is to design DMAs that can recover the desired signal, $X(\omega)$, given $y(\omega)$. For that, a complex weight, $H_m^*(\omega)$, $m = 1, 2, \ldots, M$, is applied at the output of each microphone, where the superscript * denotes complex conjugation. The weighted outputs are then summed together to form the beamformer output as shown in Fig. 1.

Putting all the gains together in a vector of length $M$, we get

\[
\mathbf{h}(\omega) = \begin{bmatrix} H_1(\omega) & H_2(\omega) & \cdots & H_M(\omega) \end{bmatrix}^T.
\]

The beamformer output is then

\[
Z(\omega) = \sum_{m=1}^M H_m^*(\omega) Y_m(\omega) = \mathbf{h}^H(\omega) \mathbf{y}(\omega),
\]

where $Z(\omega)$ is supposed to be the estimate of the desired signal, $X(\omega)$, and the superscript $H$ is the transpose-conjugate operator. The problem of beamforming is then to find a weighting vector $\mathbf{h}(\omega)$ so that $Z(\omega)$ is a good estimate of $X(\omega)$. As pointed out in the previous section, there are two different types of arrays, resulting in different approaches to beamforming: additive and differential beamforming. In additive beamforming, the filter is optimized in such a way that the microphone signals are aligned in order to steer the main lobe in the direction of the desired signal. In comparison, differential beamforming attempts to optimize the filter to steer a number of nulls in some specific directions [10]. In this paper, our focus is on differential beamforming with small apertures, which is to design beamformers whose beampatterns are very close to the ones obtained with “ideal” DMAs. Since we deal with DMAs, we need to make the following assumptions.

- DMAs are designed to respond to the spatial derivatives of the acoustic pressure field. Therefore, we need to assume that the sensor spacing, $\delta$, is much smaller than the acoustic wavelength, $\lambda = c/\omega$, i.e., $\delta \ll \lambda$ (this implies that $\omega\tau_0 \ll 2\pi$). This assumption is required so that the true acoustic pressure differentials can be approximated by finite differences of the microphones’ outputs.

- In linear DMAs, the main lobe of the beampattern is at the angle $\theta = 0^\circ$ (endfire direction). We assume that the desired signal propagates at the same angle. As a result, we have

\[
y(\omega) = \mathbf{d}(\omega, 0) \mathbf{X}(\omega) + \mathbf{v}(\omega).
\]
The approach to DMA beamforming taken here is based on the fundamental observation that for all beam patterns of interest, some constraints must be fulfilled at all frequencies [11]. In fact, the number of the fundamental constraints is equal to the number microphones, i.e., $M$. In other words, we select $M$ fundamental constraints from a well-defined beam pattern of a DMA [11]. For example, in the first-order dipole with two microphones, the two fundamental constraints are a one at the angle $0^\circ$ and a null at the angle $90^\circ$. Since we have two microphones and two constraints, we have a simple linear system of two equations to solve. As a result, the obtained solution is optimal from a mathematical point of view and the derived dipole is the best we can get.

III. DMA BEAMPATTERNS

The beampattern or directivity pattern describes the sensitivity of a beamformer to a plane wave (source signal) impinging on the array from the direction $\theta$. Mathematically, it is defined as

$$B[h(\omega), \alpha] = d^H(\omega, \alpha) h(\omega) = \sum_{m=1}^{M} H_m(\omega) e^{j(m-1)\omega_0}\alpha.$$

The frequency-independent beampattern of an $N$th-order DMA is well known. It is defined as [6]

$$B_N(\alpha) = \sum_{n=0}^{N} a_{N,n}\alpha^n,$$

where $a_{N,n}$, $n = 0, 1, \ldots, N$, are real coefficients. The different values of these coefficients determine the different directivity patterns of the $N$th-order DMA. In the direction of the desired signal, i.e., for $\theta = 0^\circ$ (or $\alpha = 1$), the beampattern must be equal to 1, i.e., $B_N(1) = 1$. Therefore, we have

$$\sum_{n=0}^{N} a_{N,n} = 1.\tag{10}$$

As a result, we always choose the first coefficient as

$$a_{N,0} = 1 - \sum_{n=1}^{N} a_{N,n}.\tag{11}$$

All interesting patterns have at least one null in some direction. Since $\cos \theta$ is an even function, so is $B_N(\alpha)$. Therefore, on a polar plot, $B_N(\alpha)$ is symmetric about the axis $0^\circ - 180^\circ$ and any DMA design can be restricted to this range. It follows from (9) that an $N$th-order DMA has at most $N$ nulls in this range.

According to (9), first-order directivity patterns have the form:

$$B_1(\alpha) = (1 - a_{1,1}) + a_{1,1}\alpha.\tag{12}$$

For the most important patterns, the values $a_{1,1}$ are as follows:

- dipole: $a_{1,1} = 1$, null at $\alpha = 0$;
- cardioid: $a_{1,1} = \frac{1}{2}$, null at $\alpha = -1$;
- hypercardioid: $a_{1,1} = \frac{2}{3}$, null at $\alpha = -1/2$;
- supercardioid: $a_{1,1} = 2 - \sqrt{2}$, null at $\alpha = \frac{(1-\sqrt{2})}{(2-\sqrt{2})}$.

Second-order beampatterns are described by the equation:

$$B_2(\alpha) = (1 - a_{2,1} - a_{2,2}) + a_{2,1}\alpha + a_{2,2}\alpha^2.\tag{13}$$

The second-order dipole has a null at $\alpha = 0$ and a one (maximum) at $\alpha = -1$. Replacing these values in (13), we find that $a_{2,1} = 0$ and $a_{2,2} = 1$. By analogy with the first-order and second-order dipoles, we define the $N$th-order dipole as

$$B_{D,N}(\alpha) = \alpha^N,$$

implying that $a_{N,N} = 1$ and $a_{N,N-1} = a_{N,N-2} = \cdots = a_{N,0} = 0$. The $N$th-order dipole has only one (distinct) null (in the range $0^\circ - 180^\circ$) at $\theta = 90^\circ$.

The most well-known second-order cardioid has two nulls; one at $\alpha = -1$ and the other one at $\alpha = 0$. From these values, we easily deduce from (13) that $a_{2,1} = a_{2,2} = \frac{1}{2}$. By analogy with the first-order and second-order cardiods, we define the $N$th-order cardioid as

$$B_{C,N}(\alpha) = \left(\frac{1}{2} + \frac{1}{2}\alpha\right)^N\alpha^{-1},\tag{15}$$

implying that $a_{N,N} = a_{N,N-1} = \frac{1}{2}$ and $a_{N,N-2} = a_{N,N-3} = \cdots = a_{N,0} = 0$. This $N$th-order cardioid has only two distinct nulls (in the range $0^\circ - 180^\circ$): one at $\theta = 90^\circ$ and the other one at $\theta = 180^\circ$.

The $N$th-order hypercardioid and supercardioid are characterized by the fact that they have $N$ distinct nulls in the interval $0^\circ < \theta < 180^\circ$. Hence, their general beampattern is

$$B_{H_{S,N}}(\alpha) = \prod_{n=1}^{N} (\zeta_{N,n} + (1 - \zeta_{N,n})\alpha).\tag{16}$$

Third-order beampatterns have the form:

$$B_3(\alpha) = (1 - a_{3,1} - a_{3,2} - a_{3,3}) + a_{3,1}\alpha + a_{3,2}\alpha^2 + a_{3,3}\alpha^3.\tag{17}$$

The values of $a_{N,n}$ for some examples of hypercardioid and supercardioid [6], [12] are as follows:

- second-order hypercardioid, $a_{2,1} = \frac{2}{5}$, $a_{2,2} = \frac{4}{5}$;
- second-order supercardioid, $a_{2,1} \approx 0.484$, $a_{2,2} \approx 0.413$;
- third-order hypercardioid, $a_{3,1} = -\frac{4}{5}$, $a_{3,2} = \frac{4}{5}$, $a_{3,3} = \frac{8}{5}$; and
- third-order supercardioid, $a_{3,1} \approx 0.217$, $a_{3,2} \approx 0.475$, $a_{3,3} \approx 0.286$.

IV. DMA BEAMFORMING

As pointed out earlier, the underlying principle of differential beamforming is to optimize the beamforming filter by posting one constraint at $\theta = 0^\circ$ so that the resulting gain is equal to 1 at this direction, and then steering a number of nulls in some specific directions. A DMA of order $N$ can have a maximum of $N$ nulls. Therefore, any DMA of order $N$ can
be designed by solving the following linear system of \( N + 1 \) equations [11]:

\[
D(\omega, \alpha) h(\omega) = \beta,
\]

where

\[
D(\omega, \alpha) = \begin{bmatrix}
d^H(\omega, 1) \\
d^H(\omega, \alpha_{N,1}) \\
\vdots \\
d^H(\omega, \alpha_{N,N})
\end{bmatrix}
\]

is the constraint matrix of size \((N + 1) \times M\), \( M \) is the number of microphones, \( d(\omega, \alpha_{N,n}) \) is a steering vector of length \( M \) as defined in (4), \( h(\omega) \) is a filter of length \( M \) defined in (5), and

\[
\alpha = \begin{bmatrix} 1 & \alpha_{N,1} & \cdots & \alpha_{N,N} \end{bmatrix}^T, \\
\beta = \begin{bmatrix} 1 & \beta_{N,1} & \cdots & \beta_{N,N} \end{bmatrix}^T,
\]

are vectors of length \( N + 1 \) containing the design coefficients of the directivity pattern. In this paper, we only consider the case \( M = N + 1 \) so that \( D(\omega, \alpha) \) is a square matrix. This is also the case in all known approaches in the literature [6].

The choice of the coefficients \( \alpha_{N,n} \) and \( \beta_{N,n} \), \( n = 1, 2, \ldots, N \) is critical for the proper design of a desired DMA beamformer. The rules of thumb are as follows.

- The \( N \) coefficients \( \alpha_{N,n} \) should be chosen in such a way that \( D(\omega, \alpha) \) is well conditioned so that its inverse can be computed without any numerical problem; as a result, white noise amplification can be better.

- The \( N \) pairs of coefficients \( (\alpha_{N,n}, \beta_{N,n}) \) should take values from a desired “ideal” DMA beampattern. In general, they should correspond to the nulls of the desired “ideal” DMA beampattern; but they can take other values as well. For example, if the “ideal” beampattern has multiple nulls at the same angle, we should choose a different angle. Then \( \beta_{N,n} \) will no longer be 0.

If they satisfy the above two conditions, the constraints are called fundamental constraints. Then, the beamforming filter can be easily solved from (18), i.e.,

\[
h(\omega) = D^{-1}(\omega, \alpha) \beta.
\]

In what follows, we give a number of examples on how to design the first-, second-, and third-order DMAs.

### A. First-Order DMAs

For a general first-order DMA, we have the following linear system of two equations:

\[
\begin{bmatrix}
1 & e^{j\omega T_0} \\
1 & e^{j\omega T_0(\alpha_{1,1})}
\end{bmatrix} h(\omega) = \begin{bmatrix}
1 \\
\beta_{1,1}
\end{bmatrix},
\]

where \(-1 \leq \alpha_{1,1} < 1\) and \(0 \leq \beta_{1,1} \leq 1\). We immediately find that the solution to (23) is

\[
h(\omega) = \frac{1}{1 - e^{j\omega T_0(1 - \alpha_{1,1})}} \begin{bmatrix}
1 - \beta_{1,1} e^{j\omega T_1} \\
-(1 - \beta_{1,1}) e^{-j\omega T_2}
\end{bmatrix},
\]

![Fig. 2. Beampatterns of a first-order DMA for \( f = 0.5 \) kHz: (a) dipole with \( \delta = 1 \) cm, (b) dipole with \( \delta = 2 \) cm, (c) cardioid with \( \delta = 1 \) cm, (d) cardioid with \( \delta = 2 \) cm, (e) cardioid with \( \delta = 1 \) cm, (f) cardioid with \( \delta = 2 \) cm, (g) hypercardioid with \( \delta = 1 \) cm, (h) hypercardioid with \( \delta = 2 \) cm, (i) supercardioid with \( \delta = 1 \) cm, and (j) supercardioid with \( \delta = 2 \) cm.](image)
where \( \tau_1 = \tau_0 (1 - \alpha_{1,1}) \) and \( \tau_2 = \tau_0 \alpha_{1,1} \). Depending on how the two coefficients \( \alpha_{1,1} \) and \( \beta_{1,1} \) are chosen, we can have different beampatterns. The most popularly used beampatterns and the corresponding values of \( \alpha_{1,1} \) and \( \beta_{1,1} \) are as follows.

- **Dipole**: \( \alpha_{1,1} = \beta_{1,1} = 0 \).
- **Cardioid**: \( \alpha_{1,1} = -1, \beta_{1,1} = 0 \).
- **Subcardioid** [13, 12]: \( \alpha_{1,1} = -1, \beta_{1,1} = 0.4 \).
- **Hypercardioid**: \( \alpha_{1,1} = -\frac{1}{2}, \beta_{1,1} = 0 \).
- **Supercardioid**: \( \alpha_{1,1} = \frac{1}{\sqrt{2}}, \beta_{1,1} = 0 \).

Figure 2 displays the dipole, cardioid, subcardioid, hypercardioid, supercardioid beampatterns of a first-order DMA according to (24) for \( f = 0.5 \) kHz and two values of \( \delta \), i.e., \( \delta = 1 \) cm and \( \delta = 2 \) cm.

**B. Second-Order DMAs**

The general linear system of equations to design any second-order differential array is

\[
\begin{bmatrix}
d^H(\omega, 1) \\
d^H(\omega, \alpha_{2,1}) \\
d^H(\omega, \alpha_{2,2})
\end{bmatrix}
\begin{bmatrix}
h(\omega)
\end{bmatrix}
= \begin{bmatrix}
1 \\
\beta_{2,1} \\
\beta_{2,2}
\end{bmatrix},
\]

where \(-1 \leq \alpha_{2,1} < 1, -1 \leq \alpha_{2,2} < 1, \alpha_{2,1} \neq \alpha_{2,2}, 0 \leq \beta_{2,1} \leq 1, \) and \(0 \leq \beta_{2,2} \leq 1\).

The values of these parameters for the different patterns of interest are as follows.

- **Dipole**: \( \alpha_{2,1} = 0, \alpha_{2,2} = -1, \beta_{2,1} = 0, \) and \( \beta_{2,1} = 1 \). In this case, the DMA filter is

\[
h(\omega) = \frac{1}{(1 - e^{j\omega\tau_0})(1 - e^{j2\omega\tau_0})} \begin{bmatrix}
-1 & 1
\end{bmatrix} e^{-j\omega\tau_0} +
\]

\[
\frac{1}{(1 - e^{-j\omega\tau_0})(1 - e^{-j2\omega\tau_0})} \begin{bmatrix}
-1 & 1
\end{bmatrix} e^{j\omega\tau_0}.
\]

- **Cardioid**: \( \alpha_{2,1} = -1, \alpha_{2,2} = 0, \beta_{2,1} = \beta_{2,1} = 0 \).
- **Hypercardioid**: \( \alpha_{2,1} = -0.81, \alpha_{2,2} = 0.31, \beta_{2,1} = \beta_{2,1} = 0 \).
- **Supercardioid**: \( \alpha_{2,1} = -0.89, \alpha_{2,2} = -0.28, \beta_{2,1} = \beta_{2,1} = 0 \).
- **Quadrapole**: \( \alpha_{2,1} = -\frac{1}{\sqrt{2}}, \alpha_{2,2} = \frac{1}{\sqrt{2}}, \beta_{2,1} = \beta_{2,1} = 0 \).

In the last four cases, the DMA filter is

\[
h(\omega) = \frac{1}{\left[1 - e^{j\omega\tau_0} (1 - \alpha_{2,1})\right]\left[1 - e^{-j\omega\tau_0} (1 - \alpha_{2,2})\right]} \times
\begin{bmatrix}
-1 & 1 \\
\end{bmatrix} e^{-j\omega\tau_0} \alpha_{2,1} e^{-j\omega\tau_0} \alpha_{2,2} +
\begin{bmatrix}
1 \\
e^{-j\omega\tau_0} \alpha_{2,1} \alpha_{2,2}
\end{bmatrix} e^{-j\omega\tau_0} (\alpha_{2,1} + \alpha_{2,2}).
\]

Fig. 3. Beampatterns of a second-order DMA for \( f = 0.5 \) kHz: (a) dipole with \( \delta = 1 \) cm, (b) dipole with \( \delta = 2 \) cm, (c) cardioid with \( \delta = 1 \) cm, (d) cardioid with \( \delta = 2 \) cm, (e) hypercardioid with \( \delta = 1 \) cm, (f) hypercardioid with \( \delta = 2 \) cm, (g) supercardioid with \( \delta = 1 \) cm, (h) supercardioid with \( \delta = 2 \) cm, (i) quadrapole with \( \delta = 1 \) cm, and (j) quadrapole with \( \delta = 2 \) cm.
Figure 3 displays the dipole, cardioid, hypercardioid, supercardioid, and quadrupole beampatterns of a second-order DMA according to (26) and (27) for \( f = 0.5 \) kHz and two values of \( \delta \), i.e., \( \delta = 1 \) cm and \( \delta = 2 \) cm.

C. Third-Order DMAs

For the third-order DMAs, we only consider the case where the beamformer has three distinct nulls. In this situation, the linear system of four equations becomes

\[
\begin{bmatrix}
    d_H(\omega, 1) \\
    d_H(\omega, \alpha_{3,1}) \\
    d_H(\omega, \alpha_{3,2}) \\
    d_H(\omega, \alpha_{3,3})
\end{bmatrix}
\begin{bmatrix}
    1 \\
    0 \\
    0 \\
    0
\end{bmatrix}
= \frac{1}{1 - e^{j\omega \tau_0} (1 - \alpha_{3,1})}
\frac{1}{1 - e^{j\omega \tau_0} (1 - \alpha_{3,2})}
\begin{bmatrix}
    \gamma_1 \\
    \gamma_2 \\
    \gamma_3
\end{bmatrix},
\]

where \(-1 \leq \alpha_{3,1} < -1, -1 \leq \alpha_{3,2} < -1, -1 \leq \alpha_{3,3} < -1, \) and \( \alpha_{3,1} \neq \alpha_{3,2} \neq \alpha_{3,3} \). The solution is then

\[
\mathbf{h}(\omega) = \frac{1}{1 - e^{j\omega \tau_0} (1 - \alpha_{3,1})}
\frac{1}{1 - e^{j\omega \tau_0} (1 - \alpha_{3,2})}
\begin{bmatrix}
    \gamma_1 \\
    \gamma_2 \\
    \gamma_3
\end{bmatrix},
\]

where

\[
\begin{align*}
\gamma_1 &= -e^{-j\omega \tau_0} \alpha_{3,1} - e^{-j\omega \tau_0} \alpha_{3,2} - e^{-j\omega \tau_0} \alpha_{3,3}, \\
\gamma_2 &= e^{-j\omega \tau_0} \alpha_{3,1} + e^{-j\omega \tau_0} (\alpha_{3,2} + \alpha_{3,3}) + e^{-j\omega \tau_0} (\alpha_{3,1} + \alpha_{3,3}), \\
\gamma_3 &= -e^{-j\omega \tau_0} (\alpha_{3,1} + \alpha_{3,2} + \alpha_{3,3}).
\end{align*}
\]

Figure 4 displays the patterns of the third-order DMAs according to (29) with three interesting cases:

- Case 1: \( \alpha_{3,1} = 0, \alpha_{3,2} = -\frac{1}{2}, \) and \( \alpha_{3,3} = -1; \)
- Case 2: \( \alpha_{3,1} = \frac{1}{2}, \alpha_{3,2} = -\frac{1}{2}, \) and \( \alpha_{3,3} = -1; \)
- Case 3: \( \alpha_{3,1} = \frac{\sqrt{2}}{2}, \alpha_{3,2} = \frac{\sqrt{2}}{2}, \) and \( \alpha_{3,3} = \frac{\sqrt{2}}{2} \).

V. CONCLUSIONS

In this paper, we developed an approach to the design and implementation of linear DMAs for speech enhancement. Unlike the traditional method that works in the time domain, this proposed approach works in the STFT domain. Specifically, we first partition the input microphone signals into short-time frames. Each frame is then transformed into the STFT domain. In each STFT subband, a differential beamformer is designed and applied to the multichannel spectra, thereby producing an estimate of the desired signal spectrum in this subband. Finally, the time-domain desired speech estimate is constructed using the overlap-add (or overlap-save) technique with the inverse STFT. With this framework, the core issue of DMA is how to design the desired differential beamformer in each subband. To accomplish this, we form a linear system with \( N + 1 \) fundamental constraints for an \( N \)th-order DMA. The DMA filter coefficients can then be obtained by solving a simple linear system.
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